Pay attention to the Flare

Self-Attentive Model

» Early Classification of » Architecture: GRU baseline with an added self-attention layer.
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